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ABSTRACT
‘ Three proceédures used tc ccntrol Type I error rate ir
stepwise regression analysis are forward selecticn, lkackward
elimination, and true stepwise. In the fcrward selection method, a -
xcdel of the dependent variable is formed by choosing the smgla best
predictor; then the second predictor which makes the strongest
contribution “o *he prediction cf the dependent variable is chosen,
controlling for the effects of the first variable. The process
continues so that the variable chosen increases the prediction
potential, until remaining varlablos fail tc make any contribution.
Backward 2limination begins with a model containing all predictors;
and, at each step, a variable is =liminatad if its removal results in
+he smallest reduction of effectiveness. True stepwise procedure is a
variant of forward selection. To test these preccedures, a Monte Carlo
computer program, written in FORTRAN IV, was prepared. The results
support two conclusions: (1) *tha probability of erroneously forming a
regression model increases as a function of the numker cf predictors;
~and (2) as the inte~-predic*or correlaticn increases, the probability
of making errors decreases. Therefore, *he number of predictors and
the intar-predictor correlation should be considered when attempting
+0 solve an error rate problem. (MH)
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1
Coot—z1ling th= Type I Error Rate
i= It _wise Regression znalysis
Stepwise regr :sznim .:as become a widelsr used t=ch-ique for~ selecting
a subset of potemz_-' T—edictors for some d=secdent variabl Three
procedures have be= sel under -:he rubric .- steowisz regr sion
analysis: Forwes ~~ - o, lackward elimi— —io=, @ud —~. s=pwise
(Draper and Smi—, 1°¢7
The forwar = —ic. Treoizduss forms & mdel of —he . =encent
—=riable by.firs* swi. 'tz the b: - singl- —redicTzr, *hwen tize second
, 2dictor is chksse .- rzoss tk Eroms-o-. contr butior to the
ripretiction of Y. co~ o7 o tme effer—zoof the Jire+ oredfztor. The
=s continue: = = 1 at each s:zep, thie =riabiz selected Far inclusion
;. t5e model ircrmsases - .2 predict_on of ¥ —re than any cthet predictor.
Ti=-selection z=——- ' 7tTDs when tze remiining variables fail to contri-
b te significant: « —ths prediction of Y. The backward elimination

procedure begins  ‘tt & model containing &l potential predictors, and
then at each sts2p @ == . »>le is eliminat< ! =5 its removal from the model
results in the smal =r = 2duction in toe -moiel's effectiveness. The
elimination process —mti—ues until the r==mcval of any variable results

in a significant recduc-imn in the model's R-. The true stepwise

procedure is a variam the forward s:i:e-~—ion technique. It differs
from the forward selzr—:.!:n procedure i- ' = at each step, a variable



that has been previously’ in iuded in ths mi:1 may be delested if a partial
F-test shows chat variable to be =n insizn™cant predictor.

In mosto f the camputer statistical pa=xkages that have stepwise
regression pri.~2dures, the —riterion used = variable selection is an

Z-test formd™ as follows:

_ n2
R (1)

-2 tEp-1)

N

tine coeffici=t of determins-risn for

-
"

where:
the model containing all preci ctors
included at previcus steps. tplis the
varisbl= under test.

32 = the cow:*ficient o Zetermim=— on for
the model contzlirn ng all precs-~Tars
szzept -he variable under tez.

Yi = th¢ number of =bs:/rvations.

p - the nucirer of —medictors usec in —=o

r~7~1 that prcomced R%-

As with anv sta: .a% - al nwast, two kinrs of inrferential erors can
be made. A type I error -iulc ¢ ©:or if = vaziable was select=d, using
the F ratio criterion, whe = 7t vsriabiz's population regression weight
was zero. A type II error oc:nrs wnen e variable is not seler—ed, using

the F-test criterion, when t=: wariabls has a non-zero population weight.

Most users of stepwise === . :ion adopt one of the traditional
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significance levels (.05 or .01) when evaluating the F-test in (1).
This significance level will'‘determine the type I error rate for each
test. However, another perspective can be taken when considering the
type I error rate, the problem-wide error rate.

The problem-wide error rate is the probability of selecting any
variable when all variables have population regression weights of zero.. .
In other words, the problem-wide error rate is the probability of forming
a sample regression model, when none should be formed. The rest of this
paper addresses this error rate, and a procedure will be presented that
allows researchers to control its value.

The problem-wide error rate is comparable to the family-wide error

rate commonly encountered in the context of post hoc tests conducted

after a significant effect has been found in an ANOVA. For example,
the probability of making one or more type I errors in a family of

orthngonal tests is:

k
ap = 1- K (1—ai) (2)
i=1
where ap = +he family-wide error rate.
k = the number of orthogonal tests.
@, = the significance level on test i.

When the ai's are all equal to &

k
ap = 1 - (1—aT) . (3)

N



If a researcher wished to control Cp by reducing Gro (3) could be

solved for aT:

A = 1 -\5 1-—aP . (4)

Alternately, ti= researcher coulc conservatively approximat= &

using the Bonnferoni inequality,

G, z aF/k | (5)

When the members of the family of tests are not orthogonal, formil=-
(4) and (5) yield conservative values of a;. That is, the use of-aT
from (4) or (5) will result in an o less than the desired value. Tke
solution for Qe is considerably more complex when the tests are not
orthogonal. The solution for a criticai F that will maintain ap at &
desired value should be done using the correlated F distributon (Pope
and Webster, 1972). Unfortunately the integration of the correlated F
distribution is an extremely tedious process, and only limited tables
critical values derived from it are available. Consequently, an approxi-
mate solution was sought using Monte Carlo methods.
METHOD

| A Mcnte Carlo program, written in FORTRAN IV, was prepared by ths
author for this project. The program incorporated subroutines suppli:
in the International Mathematical and Statistical Library (2975). Th:
IMSL subroutines were selected betause of their proven accuracy and

efficiency. A copy of the program is supplied in the Appencix of thic

paper.
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The - —vpgram gene .- . sample data matrices (cases by variables)
sampled % .« a givenrt:ccei=tion dispersic~ matrix. Subroutine GGNRM
wes- ased f—— this -rr—ms=. Various populz=ion correls-ior matrices were

sEo._ied te EGNR*  uiL sample data matrix of stamdard nomel deviates

Y

was —vocmcss . £, . w4 iilation correlations between the pramiiztors amd

the crirerics w2 _.Hl:¢ were set equ-i L> zero. The inTar predi:

cor— ‘ations wepe =_ ast 2qual to a commor value, and_for the ~ ricus
rep__tions ¢ =m.71= . = this study, the irter-predictor iorrele icms
were o. .3, B, . . s=nd.2. In addition, —he numbers of =’ ors used
were . 3, -, °, , @nd 20. For evéry combination of the -umbe=r of

predir~ors an: th 2/zrage inter-predictor correlation (35 #= all). a
thous=smd swimple = 3 :ets were generated.

Sach daz. set — s generated was then subjected to aszzepwise
regre=sion asn:_7sis —sing IMSL subroutine RLSTEP. Subrou® e RLSTEP

srocedure. Variable selection is gowerned by a

1G]

uses = true stedwi

sifmiZicanze: t=stin: process. Yhen, at any =tep, no F-test

is :signific. art. th. sslection process ceases.

Sr < - purposas of this study, an error occured w: 2n a mocel, other
th: Ye mzT1 model, was formed by subroutine RLSTEP. E:2 proportion of
an. --2s rssulting in a model was treated as an empiricz.. estimate of

ti= »¢ “pbab _lity of erroneously forming a model using st=gwise regression

RESULTS
Te—ie 1 shows the results obtained when a variable sz .ction
sigr -ficemce level of .05 is used. The table entries in T=3le 1 are the

proportic=. of 1000 stepwise regression analyses that prodirzed a sample

~I



model when none should have hi==n produced. Ior 2xample, wher a res -.=rcher
has ten potential predictor - that have correlations with each other

equal toc .50, the probabilit~ of erroneously forming a model is apzrot—
mately .308.

Since the¢ ==lues in Tz=. 1 are empiricz estimates of the acti.__

probabilities . making an 2wro:, there is sov= sampling error. Tl
magnitwd: of —= sampling e=wor =n be conscrwatively estimated by =img

the stegzze. er—or of a prc—=rt-— when p = .5. Since 1000 replicaticms
were us. 1 derive each tanle eatry, the standard error of a sampile
propor— i 211 be less than ¢ ecual to .016. Consequently, a consz=rva-
tive €T cc idence interval fo- The true probability of making an error
will @ : tz’ =22 value * .016.

"2z figrres in Table 1 £ :ot two conclusions: (1) The probability
of er—-—2ous—.7 forming a regr -sion model increases dramatically as a
funct_. . ¢ <he number of pr¢ - :tors, and (2), as the inter-predictor
corres: Zion Increases, the p—ncability of making an error decreases.
Conse=m==+1ly. any solution t- the error rate problem must take into
consiceration the number of oredictors and the inter-predictor correlation.

After Table 1 was prepared, an attempt was made to develop an
algorithm that could be used to select a significance level for variable
selection that would control the problem-wide error rate.

The rationale for the algorithm presented here was based on the

formula that gives the family-wide error rate in k independent tests.

Formula (3) is reproduced here for this purpose:

ap = 1 - (1-ap)® (6)



[

All terms are defined in (3). If an and ap are known, - can be solvad

for as follows:

ln(l-aF)
k= —— - (7)
ln(l-aT)

Formula (7) was applied to each entry in Table 1, zr= the resulting
k values are given in Table 2. In producing Table 2, e was .05 and Cp
was taken as the corresponding value in Table 1. The i: values in Table 2
were then plotted as a function of various measures of tize inter-predictor
correlation. Figure 1 shows one of these plots for the 20 predictor
variable case. The k values were observed to be an ivverse linear
function of pix, the inter-predictor correlation. Tk= following functien

was considered to be a reasonable approximation:

- - _ 2
k=p-(p 1)pxx (8)
where P = the number of predictors
pix = the inter-predictor correlation.

This function seemad suitable since for the extreme cases cf pix, 0 and
1.0, (8) produced k values of p and 1 respectively. When pix is equal

to 0, the problem-wide error rate should equal the Cr value given by (6).
Under thié condition (pix = 0) the error rate is directly analogous to
the family-wide error rate for a family of orthogonal tests. When pix

is equal to 1, every predictor is linearly dependent on the other
predictors, hence there is in fact only one predictor. Formula (8) yields

a k value of 1, when pix equals 1. In addition, inspection of plots, such



as Figure 1, sugges=::d that (8) was also accurate for estimating k for
values of pix betswes ) and 1.

Unfortunatel.r =z researcher using stepwise regression never knows

2

wx® SO it must be ==timated. A less biased estimate of the squared correla-

p
tion coefficient wzn be obtained using the shrinkage formula (McNumar,

1969):

52 = 1 - (1-p2) N1

- (9)

The estimatz= of pix used for this study was obtained as follows:

Let Hﬂn = the inter-predictor correlation matrix.

-~

DPa=fine each element in Rpp as

?i =1 - (1-r§j) %}% , (10)

3

where r the square of the ijth element of Rpp’ and

[T
Cle

the number of observations.

=
]

= .= i
Let 12 - 251 j=isd > (11)

which is the mean of the off diagonal elements of Rpp'

The sample estimate of pix is then substituted into (8) to obtain
k=p - (p-1)r? . (12)

After k has been obtained via (12), e is obtained.

10



o, = 1 - k1—a s (13)

where er is the desir;a problem-wide error rate.
A concise worked example is given in the Appendix of this paper.

The validity of the proposed algorithm was then tested by modifying
the Monte Carlo program, used to produce Table 1, to use (13) to select
an Q. The results of this validation study are presented in Table 35
As can be noted in Table 3, the probability of erroneously forming a
model, using (13) to determine ers approaches the desired value of .05.
There is a slight tendency for this procedure to produce conservative
values of e The average value of o in Table 3 is .0u45, and the
conservative nature of the procedure is most apparent for problems with
large numbers of predictors and high inter-predictor correlations.

| DISCUSSION

The type I error rate in stepwise regression analysis deserves
serious consideration by researchers. The literature is replete with
"significant" findings that fail the ultimate test of replication. One
possible explanation for this state of affairs might lie in the increasing
problem-wide error rate that can occur in stepwise regression analysis.

If a researcher considers the problem wide error rate important, he
or she should take some corrective action. Three possibilities exist,
depending on the kind of analysis contemplated. They are: (1) Prior to
the stepwise analysis conduct an omnibus test of the model containing all
potential predictors, (2) use the backward elimination procedure and" use

an oq obtained by substituting the number of predictors for k in (13),

or (3) use the algorithm for obtaining a, presented here, if a forward

11
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selection or true stepwise procedure is used.

The Omnibus Test

The analysis begins by forming a full model containing all
predictors. The R? for this model is tested for significance at the

en level. The F is obtained as follows:

2
F= R%/p , (14)
(1-R2)/(N-p-1)

where R2 = the coefficient of determination for the model
containing all potential predictors,
= the number of predictors,

P
N = the number of cases.

This F ratio yields a simultaneous test of significance for all weights
in a model. Proceed with the analysis only if a significant F using (14)
is obtained.

The Backward Elimination Procedure

The backward elimination procedure is comparable to testing a
family of orthogonal hypotheses. At each step, the variance accounted
for in the dependent variable that is tested for each predictor is

independent of all ther sources of variation. Consequently, the use of
oy = 1 - Yia, (15)

will maintain ep at its desired value.
Finally, the algorithm developed in this paper is recommended if a
forward selection or true stepwise procedure is used. Since the value

of ag obtained using (13) will be greater than that obtained using (15),

12
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when some covariance among the predictors is present, the use of (13)

will produce a more powerful analysis.

13
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Table 1
Monte Carlo Estimates of the Probability of
Erroneously Forming a Sample Model Using
Stepwise Regression Analysis with

a Variable Selection Significance Level of .05

Inter-Predictor Number of Predictors
Correlation 2 3 ”i¥ 5 7 10 - 20
.0 .102 .130 .184 .216 .304 ;410 .653
.3 : .101 .130 .178 .213 | .275 .367 .552
.5 .097 .128 .171 .196 .235 .308 417
.7 .085 .125 .140 .153 .185 .225 .314
.9 .073 . 094 .101 .111 .122 .126 .169
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Table 2
k Values Derived Using Formula (7)

on the Values from Table 1

Inter-Predictor Number of Predictors
Correlation 2 3 4 5 7 10 20
.0 2.10 2.72 3.96 b.74 7.06 10.29 20.63
.3 2.08 2.72 3.82 L.67 6.27 8.92 15.70
.5 1.99 2.67 3.66 b.25 5.22 7.18 10.52
.7 1.73 2.60 2.94 3.24 3.98 L.97 7.35
.9 1.8  1.92  2.08  2.28 2.5  2.63  3.61

16




{k‘=p-(p—l)/gz

N D Uy OO

O
l 3 S 7 9
R
Figure I. Plot of k as a finction of

R% for 10 predictors.
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Table 3
Monte Carlo Estimates of the Probability
of Erroneously Forming a Sample Model Using Stepwise
Regression Analysis with a Variable Selection Significance

Level Obtained Using Formula 13. The Desired ap was .05

Inter-Predictor Number of Predictors
Correlation 2 3 4 5 7 i0 20
.0 . 052 LY .058 . ouh .ou8 .045' . 055
.3 .050 . 045 . oLl . 055 .0u6 . 0u7 .038
.5 .060 . oLl . 041 . 063 .0oul .04l . 042
.7 . 059 .050 o4l . 046 . 037 .031 .032
.9 _ ..0u5 . 054 . 056 . 050 .033' . 027 ..011

18




APPENDIX I

Copy of the Computer Program Used
in the Study
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APPENDIX JI

A Worked Example of the Algorithm
for Obtaining a Significance

Level for Variable Selection Using

Stepwise Regression

RPP N = 20 Desired Model Error Rate = .05
I‘l.O 3 .5
1.0 2
sym
1.0
N-1
??. =1-(1- r?.)
ij 5
a2
Pl2 = ,03%4
A2
PlS = .2083
A2
P23 = -.0133
p-1 P ~2
2. 2. i
2 R = .0781
v = 3
L (p° - p)
-2
k=p-(p-1)r = 2.8438
k
A = _ - = .
T 1 1 C(F 0179
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